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Abstract

Experiments emulating the deep-space radiation environment within an enclosed spacecraft were conducted at the
NASA Space Radiation Laboratory; this was achieved by bombarding various combinations of two consecutive thick
targets with Galactic Cosmic Ray-like particle beams. While all secondary particles generated in the first of these
two targets could be characterized using time-of-flight techniques, characterization of the neutrons produced in the
second target, emulating the “back wall” of a spacecraft, required the development and implementation of deconvolution
techniques. This work covers this methodology, its validation, and the systematic results present within this benchmark

dataset of neutron yields from the secondary target.
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1. Introduction

Mitigating the risk posed by the radiation environment
in space is one of the key challenges which must be ad-
dressed for future crewed missions to Mars and other long-
term deep-space objectives to be viable. The accelerator-
based experiment featured in this work assembled a bench-
mark dataset of secondary particle yields as a representa-
tive set of those generated from the interactions of galactic
cosmic rays (GCRs) with the walls of a spacecraft. Unique
to this experiment was the inclusion of a secondary thick
target located downstream of the primary thick target,
allowing for accurate representation of the neutrons pro-
duced from the interactions of all particles (penetrating
primary particles and their secondary particles generated
in the first wall) passing through the second wall of the
enclosed environment of a spacecraft.

The experiments were motivated by earlier NASA work
involving simulations of a thin water slab sandwiched be-
tween two shielding slabs bombarded by GCRs; the study
showed that, for aluminum shielding, there was an optimal
thickness around 20 g/cm? that minimized astronaut dose
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equivalent, as shown in Figure 1 [1]. Beyond this opti-
mal thickness, most of the rise (~70%) in dose equivalent
in the simulated water slab was found to be attributable
to protons, which were primarily (~75%) produced from
neutron interactions [1].

As indicated by the straight-ahead only (N=1), bidi-
rectional (N=2, straight-ahead plus backscatter), and 3D
approximation (N=34) calculations with the determinis-
tic SDHZETRN code shown in Figure 1, secondaries from
the first wall predominate dose for thinner shields while
neutrons traveling from the second wall back to the water
slab were responsible for this build-up in dose equivalent.
While no such optimal thickness was found for polyethy-
lene shielding, it is evident that additional shielding be-
yond 20-30 g/cm? of polyethylene yields little benefit, sig-
naling the possibility of a financially optimal thickness.

GCRs are roughly composed of 87% protons, 12% he-
lium ions, and 1% heavier ions up to uranium, though with
diminishing intensities with higher masses (with 2C and
160 being the most prominent nuclides heavier than he-
lium and with even-even nuclei being more abundant than
others) [2]. GCR kinetic energies span many decades but
have intensities peaking between 100 MeV/n and 1 GeV/n
[3]. At these energies, fragmentation reactions typically re-
sult from their collision with any other nuclei. Past stud-
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Figure 1: Simulated dose equivalent inside of a water slab sandwiched between two slabs of varying thicknesses of aluminum or polyethylene
being bombarded by GCRs; figure from Reference 1.

ies have shown that there are discrepancies in the frag-
mentation cross sections between experimental data and
the various particle transport codes useful for modeling
these space environments [4]. These discrepancies propa-
gate through simulations modeling realistic shields (in ma-
terials and thicknesses) and can result in sometimes stark
differences, particularly in the production of neutrons and
complex light ions [1, 5].

To further investigate results from past studies, the
experiment was designed to generate a benchmark dataset
that specifically focused on studying the neutrons, protons,
and complex light ions produced in these interactions of
GCRs with spacecraft materials. This paper specifically
focuses on detailing the methods used to characterize the
neutrons produced in the secondary downstream target,
proving the validity and performance of those methods,
and showcasing the systematic trends present in those re-
sults. The neutrons produced in the primary upstream
target are discussed in detail in Reference 6.

2. Experiment

The experimental design is summarized in detail in
Reference 7. In short, fifteen GCR-like beams consisting
of five species (1H, “He, 12C, 28Si, and ®°Fe) each at three
energies (400 MeV/n, 800 MeV/n, and either 2500 MeV
for H or 1500 MeV/n for Z > 1 beams) were accelerated
into eight dual-target configurations emulating spacecraft
shielding, listed in Table 1. Neutrons and light ions were
detected in six organic liquid scintillator (OLS) detectors
placed at 10°, 30°, 45°, 60°, 80°, and 135° with respect to
the center of the primary (upstream) target and the beam-
line. A schematic of the floor plan is shown in Figure 2.

Neutral particle events were separated from charged
particles using thin plastic veto detectors placed on the ex-
terior of the OLS detectors, and neutrons were separated
from photons using pulse shape discrimination techniques.
Neutrons from the primary target were isolated from all

Table 1: Tested primary + secondary target configurations. Note
that in configurations 7* and 8* the Al target portion was always
placed upstream from the HDPE portion.

No. Primary target Secondary target
1 20 g/cm? Al 60 g/cm? Al
2 40 g/cm? Al 60 g/cm? Al
3 60 g/cm? Al 60 g/cm? Al
4 20 g/cm? HDPE 60 g/cm? HDPE
5 40 g/cm? HDPE 60 g/cm? HDPE
6 60 g/cm? HDPE 60 g/cm? HDPE
7 10 g/em? Al 60 g/cm? HDPE
+ 10 g/cm? HDPE
8* 10 g/cm? Al 60 g/cm? HDPE

+ 50 g/cm? HDPE

other neutrons by performing a background subtraction
utilizing measurements made where the direct line from
the primary target to each detector was blocked or “shad-
owed” with a long iron rod or “shadow bar” of diameter
equal to that of the OLS detectors. After normalization,
the neutron yield from the primary target is found by sub-
tracting the measurements with a shadow bar in place from
those without. This required repeating every measurement
with and without a shadow bar concealing each detector.
The shadow bar blocks neutrons coming from the primary
target that would otherwise enter the detector. To study
the neutrons produced in the secondary target (and those
scattered throughout the room and from true background),
only the measurements made where each detector is shad-
owed are necessary.

3. Analysis and deconvolution methodologies

Secondary particles produced in the primary target
were characterized with time-of-flight techniques because
their flight paths were well-known. However, this is not the
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Figure 2: A to-scale schematic of the beam/detector/target system and the 8 primary and 2 secondary target configurations (mass centers
indicated with dashed lines); the physically thinnest (hatched blue) and thickest (dotted red) targets are featured in the system drawing.
Measurements were made in each of the 4 shadow bar configurations for all 120 ion beam and target configuration combinations.

case for the neutrons detected when the shadow bars were
in place and blocking neutrons from the primary target;
therefore, time-of-flight techniques cannot be used here to
accurately characterize the neutron energy spectra. In-
stead, neutron energy information must be generated on a
statistical basis from the collected pulse height spectra in
the scintillators. One implication of this is that neutrons
produced in the secondary target cannot be distinguished
from neutrons produced elsewhere that scatter into a de-
tector or neutrons from the natural background. How-
ever, for the detectors located closest to the downstream
secondary target, the neutrons produced in the secondary
target vastly outnumber those from elsewhere. This is due
to the higher solid angle exposure and that the majority
of fragments generated (along with any surviving primary
beam ions) have very forward-peaked trajectories leading
into the secondary target; this trend is also observed in the
results as diminishing shadowed neutron count rates as a
function of detector distance from the secondary target,
an effect which would not be observed prominently if the
room scattering neutron component was dominant.

Another consequence of not knowing the production
point and flight paths of these neutrons is that their spec-
tra can no longer be normalized to solid angle. Thus, the
final spectra from the secondary downstream target re-
ported in this work are single differential energy-dependent
yield spectra. Spectra are normalized to energy bin width,
the number of valid source beam particles striking the pri-
mary target, the live time of the detection system, and
intrinsic detection efficiency.

The signal created from energy deposited by neutron
interactions in the OLS is read out and digitized with a
charge-to-digital converter (the term “pulse height” in this
paper will refer to the amount of charge collected from the
signal). Calibration measurements with ®®Co and 37Cs

photon sources were used to relate the measured raw digi-
tal values to pulse heights in units of MeV electron equiv-
alent (MeVee). To extend the range of pulse heights that
could be distinguished (and not fall into a lower or up-
per pileup channel), every charge signal was split into two
branches: one which was passed through attenuators be-
fore digitization and one which was not. The maximum
discernible pulse height of the unattenuated signal corre-
sponded to channels toward the lower end of the attenu-
ated signal, allowing the two to be stitched together after
conversion to units of pulse height. With no attenuation,
the 10° detector pulse height spectrum ranged from 1.9
MeVee to 29.6 MeVee, greatly limiting the range of neu-
tron energies that could be distinguished through decon-
volution. Inclusion of the attenuated signal allowed the
spectrum to be extended to 122.4 MeVee. The range of
sensitive pulse heights, the scintillation material, and op-
erating voltages for each detector are listed in Table 2.

Table 2: Detector properties and pulse height spectra MeVee

bounds.

Detector Detector Voltage minimum maximum
angle material (V) MeVee MeVee
10° EJ-301 1500 1.9 1224
30° EJ-301 1400 1.3 110.9
45° EJ-301 1400 1.3 116.9
60° EJ-309 1800 0.9 34.8
80° EJ-309 1800 0.5 22.8
135° EJ-309 1900 0.5 16.1

3.1. Objectives and general approach

In this work, neutron energy spectra were generated us-
ing the pulse height spectra from the 57 x 5”7 EJ-301/EJ-



309 OLS [8]. Due to the stochastic nature of the pro-
cesses involved in the energy deposition and light pro-
duction by neutron interactions in scintillators (primarily
through collisions with protons and carbon nuclei), a mo-
noenergetic neutron source will yield a distributed pulse
height response. Relating a measured pulse height spec-
trum to an energy distribution requires use of an unfolding
or deconvolution procedure. For deconvolution to be a vi-
able approach, two primary challenges must be overcome:
(1) generation of an accurate and physically representa-
tive detector response function (which translates between
neutron energy and pulse height) and (2) development and
implementation of an unfolding technique that is scalable
for the large dataset present in this work.

The light response of a detector to a neutron source
of variable energies and intensities can be represented as
the sum of the individual pulse height spectra of the mo-
noenergetic constituents of the incident neutron spectrum
weighted by the intensity of each neutron energy present.
In equation form, the detector’s characteristic light re-

sponse function R multiplied by the incident neutron spec-
trum @ should yield the measured pulse height distribution
L as shown in Equation 1 [9].

L =Ro (1)
Equation 1 can be rearranged to show the incident neu-
tron spectrum in terms of the response function and pulse
height spectrum (Equation 2).
- =12
=R L (2)
However, a simple inversion is not a viable approach
for deconvolution here since the response function is not
necessarily a square matrix and any small uncertainties
in the matrix can impact the inversion significantly. Ad-
ditionally, this makes the nontrivial assumption on the
availability of an accurate detector response function cov-
ering the desired neutron energy range. Response function
matrices are composed of numerous pulse height spectra
produced by various known neutron energies, and they
are generally constructed either with experimentally mea-
sured pulse height spectra or with computer simulated
pulse height spectra. While experimental measurements
directly reflect the complex physics from a neutron enter-
ing a detector to producing a pulse of light, the number
of neutron energies sampled is often limited, resulting in a
response matrix of lower resolution. In addition, for this
experiment, response measurements for a detector of a spe-
cific size and material for neutrons are needed for energies
well beyond the highly studied fission energies; these are
quite difficult to obtain since truly monoenergetic high en-
ergy (>100 MeV) neutron sources do not exist. However,
high-energy measurements with similar detectors using a
quasi-monoenergetic source with a very prominent single
neutron energy peak (but still with a spectrum of lower
energy neutrons) have been made before [10]. Simulated

response functions offer the advantage of producing pulse
height spectra for as many monoenergetic source neutrons
as is desired; however, the physics within the code must
accurately reflect reality for the response functions to be
accurate.

3.2. Response matriz formation

In this work, model-generated response functions were
employed in order to obtain highly resolved response func-
tions which allowed for greater flexibility later in the anal-
ysis. The Japan Atomic Energy Agency code SCINFUL-
QMD was explicitly designed for modeling liquid scintilla-
tor response to neutrons of a wide range of energies (up to
3 GeV) [11]. SCINFUL-QMD builds upon the SCINFUL
library and code, which characterizes neutron response
from 0.1 MeV up to 80 MeV [12]. Cross section data
from the SCINFUL library is extrapolated to 150 MeV,
beyond which the quantum molecular dynamics plus sta-
tistical decay model (QMD+SDM) is employed to model
nuclear reactions; data from more recent works are also
utilized in the code [10, 13, 14].

While SCINFUL-QMD is capable of producing pulse
height spectra for 3 GeV neutrons, there is an experimental
limit to the range of neutron energies that can be easily dis-
tinguished from one another, which is determined by the
physical size of the detectors and the maximum amount of
energy that can be deposited by the most prominent re-
action (collision with a proton). In the EJ-301 detectors,
12.7 cm of scintillation material will range out a 123.5 MeV
proton (calculated with SRIM [15]). The longest possible
chord in these detectors is 17.96 cm, which would stop
a 150.4 MeV proton [15]. Though it is unlikely that a
neutron would interact right at this edge and generate a
150 MeV proton with the precise angle to reach the oppo-
site “corner” of the detector, it serves as a good bounding
case. Thus, a response matrix capped at 150 MeV, shown
in Figure 3, was used in this work.

Figure 3: The response matrix from SCINFUL-QMD used before
rebinning.

Around 120 MeV, the peak characteristic of the max-
imum recoil energy proton disappears, which makes sense



given that only neutrons that enter from different angles
or undergo numerous scattering reactions within the detec-
tor can possibly deposit more energy. Above this energy
(especially beyond 150 MeV), the response matrix’s indi-
vidual pulse height spectra become increasingly difficult to
distinguish from each other. Additionally, the maximum
light output values of the response matrix illustrate that
the usage of attenuated and unattenuated charge signals to
extend the range of pulse heights detected was necessary
to fully capture the signals produced by these neutrons,
particularly in the three detectors closest to the secondary
target.

3.3. Rebinning

For the deconvolution procedure to produce consistent
results, the individual bins of each pulse height spectrum
must contain a statistically significant amount of counts.
For this analysis, an algorithm was written to process the
720 collected spectra, rebinning each spectrum to ideally
contain at least 10 bins each of 5% or lower statistical un-
certainty; this requirement was iteratively relaxed to pro-
duce a minimum of 5 bins each of 10% statistical uncer-
tainty. The spectra for which this more relaxed criterion
could not be achieved were deemed too statistically poor
to be viable for deconvolution and were rejected. Of the
720 spectra, 200 were deemed not viable, but they were
almost exclusively for the higher angled detectors and sit-
uations where statistics for all particles suffered due to
limited beam currents available at NSRL. Only 5 of the
120 spectra for the 10° detector were deemed statistically
insufficient.

This rebinning procedure resulted in spectra with a
wide variety of binning structures. Since the deconvolu-
tion procedure is ultimately a series of matrix and vector
operations, the pulse height axis of the response matrix
must match that of the individual pulse height spectra to
be deconvoluted. Thus, the response matrix’s light axis
was rebinned separately for each spectrum to be unfolded.
Additionally, for the deconvolution to be valid and produce
a unique result, the output quantity (neutron energy) must
have a number of bins less than or equal to the number of
input bins (pulse heights) [16]. This requirement necessi-
tates rebinning of the energy axis of the custom response
matrices with already rebinned light axes.

Making the response matrices square will simplify the
deconvolution process; however, an important consider-
ation must be made first. In cases where statistics were
abundant and the rebinned pulse height spectrum still had
many bins, attempting to match that same number of en-
ergy bins could result in oversampling the response func-
tion during the deconvolution process, producing an over-
regularized solution. To prevent this, a limit of 10 evenly
logarithmically-spaced neutron energy bins was imposed.
In cases where the input spectrum had ten or fewer bins
though, the energy axis was indeed rebinned to match that
number and generate a square response matrix.

8.4. Deconvolution methodology

With the pulse height spectra and response matrices
prepared, the next step is deconvolution. A step-by-step
description of the deconvolution methodology is presented
using downstream target-produced neutrons in the 10° de-
tector from 800 MeV /n Fe projectiles incident on the 60
g/cm? HDPE upstream target followed by the 60 g/cm?
HDPE downstream target as an example; the input pulse
height spectrum for these neutrons is shown in Figure 4
(“s.p.” stands for “source particle”).
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Figure 4: Input pulse height spectrum from 800 MeV /n Fe on
HDPE at 10° (downstream target) (statistical uncertainty denoted
by vertical error bars).

The matrix problem in Equation 1 can be solved using
a non-negative least squares method (NNLS). The func-
tion scipy.optimize.nnls() located in Python’s SciPy
[17] optimization library was explicitly designed for this
purpose and was utilized as an initial approach here; it
simply requires the response matrix R and a pulse height
spectrum L and will output the incident neutron energy
spectrum solution (5, solving Equation 3.

ming R&—EHQ (3)

The NNLS deconvoluted result using the input spec-
trum’s tailor rebinned response matrix is shown in Figure
5; despite being the mathematically optimal solution, its
jaggedness is clearly nonphysical, necessitating the devel-
opment of a better approach.
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Figure 5: NNLS output spectrum from 800 MeV /n Fe on HDPE at

10° (downstream target). Points not plotted in frame are equal to
zero.



Tikhonov regularization followed by L-curve analysis
was employed in this research as that better approach.
L-curve analysis is one of a variety of methods that can
be used to determine an optimal level of regularization.
A similar combination of Tikhonov regularization and L-
curve analysis (among other tested methods) was success-
fully applied in a study on arms-control verification in Ref-
erence 9. Tikhonov regularization employs a regularization
parameter p whose “optimum” value is characterized by
the elbow of the L-curve where a balance is struck between
sacrificing the least amount of mathematical precision to
gain the most solution smoothness. This method is effec-
tively solving Equation 4.

min g ?ugg# - MHz where §u =

Thus, to generate the L-curve (Figure 6), one must
calculate the residual norm [|S,, @, — M|y and the solution

norm HQEILHQ for a variety of values of u. This work used
approximately 30 values of p to generate the L-curve for
each spectrum.
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Figure 6: L-curve for the 800 MeV/n Fe on HDPE at 10°
(downstream target) system. The elbow is denoted with a red dot.

As noted earlier, L-curve analysis is one of a variety of
methods that can be used to identify a best regularization
parameter. Historical applications of regularization often
involved subjective selection of y based on expectations of
what the output spectrum should look like. However, with
the scale of the dataset in this analysis and desire to min-
imize systematic uncertainties, such as those attributable
to human judgment, a more robust and mathematically
rigorous approach was used: L-curve analysis. For smaller
datasets, the elbow point of the L-curve can be identi-
fied visually and correlated to a specific value of p man-
ually without much difficulty. However, in this analysis,
the number of spectra make that approach overly cumber-
some. Instead, an algorithmic and mathematically-based
approach was employed: calculation of the curvature x of
the L-curve (Figure 7) as a function of the regularization
parameter.

The curvature calculation (Equation 5, derived in Ap-

pendix A) is performed by fitting a circle to every three
consecutive points on the L-curve, (1, 1), (22, y2), (x3,¥3),
and taking the inverse of the radius of this circle.

2 [((w2 — 1) - (y3 — 92)) — ((y2 — 1) - (x3 — 22))]
([(2 = 21)* + (y2 — 91)?]
(23 — 22)% + (y3 — v2)?]
Q1 — 23)? + (y1 — v3)?])

R =

1/2
(5)

A “curvier” portion of a curve, such as an elbow-like
bend, would be fit with a circle of smaller radius and thus
higher curvature x; therefore, the maximum value of the
curvature corresponds to the value of p closest to the el-
bow. By default, twenty values of y ranging from 1072 to
10! were used, but these ranges were expanded if the cal-
culated L-curve elbow point was too close to either of the
bounds. Once a rough value of u had been determined,
finer values of 1 around the initial value were sampled to
determine a more precise value of p. A deeper explana-
tion of Tikhonov regularization and the L-curve can be
found in Reference 18 with a detailed look at the L-curve
specifically in Reference 19.
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Figure 7: L-curve curvature £ (maximum denoted with a red dot
and 80% of maximum denoted with a horizontal line).

In the example presented here, the spectrum shown in
Figure 8 is the final output from the deconvolution with
Tikhonov regularization. While still possessing some sharp
features, it is continuous and considerably smoother than
the NNLS result.

3.5. Uncertainty quantification

Statistical uncertainties cannot be directly propagated
from their initial pulse height spectra to the final yield
spectra through the deconvolution process. Instead, a
Monte Carlo approach to propagating the statistical un-
certainties was employed here. Every bin in each pulse
height spectrum had been rebinned to sufficient statistics
to claim that the counts in each bin were distributed nor-
mally around the average value with some standard devia-
tion. To propagate these uncertainties, the deconvolution
process for each input spectrum was repeated for a large
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Figure 8: Tikhonov output neutron spectrum for the 800 MeV /n Fe
on HDPE at 10° (downstream target) system.

number of trials (10,000 in this work) where, rather than
using the mean value of each pulse height spectrum data
point, each data point was re-sampled using a normally
distributed random number from the Gaussian distribu-
tion characteristic of that data point’s mean value and
standard deviation.

From the 10,000 resulting different energy spectra (all
of identical energy bin structure) for each input pulse height
spectrum, a new mean and standard deviation can be cal-
culated for each final energy bin. Over many trials, the
statistical uncertainties in each final spectrum will con-
verge to some minimum value. Figure 9 shows the “exact”
solutions from both the NNLS and Tikhonov-regularized
approaches applied only once to the mean values of each
input pulse height spectrum alongside the Monte Carlo
(MC) averaged results with error bars denoting the sta-
tistical uncertainty propagated after 10,000 trials. The
Tikhonov-regularized Monte Carlo result has converged
and essentially overlaps with the initial solution. How-
ever, the NNLS results, while at least populating more
energy bins over the ten thousand trials, still show sizable
fluctuations, illustrating its high sensitivity to statistical
fluctuations and further justifying the use of regulariza-
tion.
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Figure 9: Monte Carlo averaged spectra results for the 800 MeV /n
Fe on HDPE at 10° (downstream target) system.

In addition to statistical uncertainty, the final spectra
also contain several sources of systematic uncertainty. A

flat 10% uncertainty is assumed as a conservative estimate
of the accuracy of the SCINFUL-QMD-generated response
matrices and the code’s ability to model detector response
[11, 20, 21].

The choice of the specific regularization parameter p
and deviation from the “truest” solution from the NNLS
calculation are not reflected in the statistical uncertainty
calculation. A percent difference calculation of the Monte
Carlo averaged Tikhonov-regularized (reference value) and
NNLS spectra is used to account for the latter and is on
average the primary driver of the total systematic uncer-
tainty. An uncertainty attributable to the specific choice
of regularization parameter over its neighboring values re-
sulting in similar curvatures x on the L-curve was deter-
mined by taking the average of all spectra whose k(u) ex-
ceeded 80% of the maximum k value and comparing that
to the final spectrum produced with the optimal u using
a similar fractional error calculation. The horizontal line
in Figure 7 denotes the 80% threshold.

The results are also subject to uncertainty attributable
to any human judgment involved in the data analysis. This
uncertainty is calculated by repeating all analysis steps in-
volving human judgment and all subsequent analysis steps;
afterward, the final spectra from the initial calculation and
this second calculation undergo a percent difference calcu-
lation, yielding the systematic uncertainty attributable to
that human judgment.

4. Results

The points within each spectrum are represented as
shown in Figure 10 with a shaded box of arbitrary width
and height that denotes statistical uncertainty and a cross
whose vertical bar denotes total systematic uncertainty
and horizontal bar denotes the energy bin width. The
bin midpoint is taken to be the energy midpoint in log £
space. The energy-dependent yields 0Y/0F are normal-
ized to energy E bin width in MeV and to the number of
incident “source particles,” abbreviated as “s.p.”

arbitrary

|

Oy, systematic Oy, statistical
' |

Emin Emid,log Emax

Figure 10: Explanation of each plotted energy bin [22].

4.1. Validation of the deconvolution methodology
The design of the experiment allows for a procedure to
check the performance and accuracy of the deconvolution



methodology. While the neutrons from the downstream
secondary target were characterized using this methodol-
ogy out of necessity, it can also be applied to the neutrons
produced in the upstream primary target. The upstream
neutron energy spectra were previously characterized us-
ing time-of-flight techniques [6]. Because pulse height spec-
tra were collected in every measurement, the deconvolu-
tion method can be applied to the pulse heights corre-
sponding to neutrons coming directly from the upstream
target to generate an energy spectrum. If these two inde-
pendent and fundamentally different methodologies pro-
duce spectra in agreement with each other, the deconvo-
lution methodology can be regarded as trustworthy.

The analysis steps required to characterize the upstream
target neutrons through deconvolution only differ from
those for the downstream target in two ways. First, rather
than using pulse height spectra generated when each de-
tector was concealed with a shadow bar, background sub-
tracted pulse height spectra (shadowed spectra subtracted
from unshadowed spectra, after normalization) are used
instead. Second, to make the deconvoluted results compa-
rable to the time-of-flight results (double-differential yields
0%Y/OEOQ), they undergo the same solid angle € normal-
ization as was done for the upstream target results; this
necessitates adding a solid angle component to the total
systematic uncertainty [6]. Because the response matrix
used in deconvolution only had neutron energies up to 150
MeV, the deconvoluted spectra are also truncated at 150
MeV, an energy that is often exceeded by neutrons pro-
duced in the upstream target and detected at the forward
angle detectors.

Figure 11 shows the spectra from 400 MeV/n C inci-
dent upon the 20 g/cm? Al upstream target at 60° and 80°
derived by the two different methods. Note that for the
time-of-flight results the width of the shaded boxes is the
energy resolution uncertainty and each point is located at
a yield-weighted average midpoint.

The two methodologies are in strong agreement with
one another here, demonstrating the validity of the de-
convolution methodology when applied to neutrons whose
energies are largely contained within the response matrix.
Figure 12 shows the spectra in the 10° detector derived
from both methodologies where a significant fraction of in-
cident neutrons have energies above the response matrix’s
150 MeV upper limit.

In this case, the yield values from the two methods are
fairly close to each other, but the deconvoluted results no-
tably over predict the time-of-flight results at lower ener-
gies. This is a common trend when comparing spectra for
the two methods for neutrons in the 10° detector where a
considerable amount of the upstream target neutron yield
spectrum is beyond the 150 MeV limit of the response ma-
trix used in deconvolution. It appears that the additional
yield that cannot be attributed to higher energy neutrons
is redistributed to lower energy neutrons. This same trend,
to a slightly lesser extent, is seen in the 30° (Figure 13)
and 45° detectors, where a moderate amount of neutron
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Figure 11: Comparison of time-of-flight and deconvolution methods
for neutrons detected at 60° and 80° for 400 MeV/n C incident on
the 20 g/cm? Al upstream target.

yield is still present above 150 MeV.

As noted in this example, the differences between the
spectra resulting from the two methods subside with in-
creasing detector angle. Additional plots for all six detec-
tors for various example beam/target systems are shown
in Appendix B, providing further evidence that these two
methodologies are in agreement when the most abundant
neutron energies are almost completely contained in the
response matrix.

The neutrons produced in the downstream target (and
elsewhere), which are to be characterized using the de-
convolution methodology, are expected to have energies
less than 150 MeV. The reasoning behind this expecta-
tion is that the production of neutrons in this experi-
ment can be described using the abrasion-ablation model
wherein a projectile nucleus in motion strikes a station-
ary target nucleus, resulting in three excited fragments: a
nearly still-stationary target fragment, a projectile frag-
ment moving at or near the incoming projectile’s velocity,
and an intermediate rapidity source term (or “fireball”)
formed from the overlap region of the target and projec-
tile and still in motion (but with lower velocity than the
projectile) [23, 24]. These three fragments then de-excite
by evaporating nucleons (and clusters). The evaporation
is an isotropic process within the reference frame of the
source, with emitted particle kinetic energies in that refer-
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Figure 12: Comparison of time-of-flight and deconvolution methods
for neutrons detected at 10° for 400 MeV/n C incident on the 20
g/cm2 Al upstream target.

ence frame on the order of several to tens of MeV. When
coupled with the velocity of the source, the final trajectory
of each evaporated nucleon is determined by the fragment
from which it was spawned [25].

Since all of the detectors were located upstream of the
secondary target, the vast majority of neutrons detected
when the shadow bar was in place were produced either
by evaporation of target fragment nuclei in the secondary
target or through high angle scattering of projectile and
target fragment-produced neutrons. The energies of those
neutrons should dominantly fall below 150 MeV, within
the bounds of the response matrix, which provides ad-
ditional confidence that the deconvolution methodology
will work for its intended usage: characterization of the
downstream target-produced neutrons. The upstream tar-
get neutron spectra at higher detector angles, which the
deconvolution methodology accurately replicated, are in-
creasingly dominated by target fragment evaporation (as
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Figure 13: Comparison of time-of-flight and deconvolution methods
for neutrons detected at 30° for 400 MeV/n C incident on the 20
g/cm2 Al upstream target.

opposed to projectile fragment evaporation) as well.

4.2. Overview of systematic trends

The production of neutrons detected from the secondary
target is primarily from neutron scattering and evapora-
tion of target fragment nuclei, both well-known processes,
but predicting the magnitudes of the neutron yields from
each projectile and target combination is more complex.
Neutrons and secondary fragments can be created any-
where in the experiment room, though most abundantly
along the beamline. The neutrons from the upstream pri-
mary target come exclusively from reactions occurring in
the primary target; however, neutrons produced in the
downstream secondary target and scattered throughout
the room, henceforth referred to as “shadowed neutrons,”
are influenced by all possible reaction locations.

The most significant neutron production locations are
the two thick targets located along the beamline. The

Table 3: Stopping location of all beam projectiles [22]. “UST” = beam stops in upstream target, “DST” = beam penetrates upstream

target and stops in downstream target, and “DMP” = beam penetrates both upstream and downstream targets.

Projectile Upstream target material and thickness (in g/cm?)
Species Energy Aluminum HDPE Al+HDPE
PECCS  Mev/m) | 20 40 60 | 20 40 60 | 20 60
400 DMP DMP DST | DST DST DST | DST DST

H 800 DMP DMP DMP | DMP DMP DMP | DMP DMP

2500 DMP DMP DMP | DMP DMP DMP | DMP DMP

400 DMP DMP DST | DST DST DST | DST DST

He 800 DMP DMP DMP | DMP DMP DMP | DMP DMP

1500 DMP DMP DMP | DMP DMP DMP | DMP DMP

400 DST UST UST | DST UST UST | DST UST

C 800 DMP DST DST | DST DST DST | DST DST

1500 DMP DMP DMP | DMP DMP DMP | DMP DMP

400 UST UST UST | UST UST UST | UST UST

Si 800 DST DST UST | DST UST UST | DST  UST

1500 DMP DMP DST | DST DST DST | DST DST

400 UST UST UST | UST UST UST | UST UST

Fe 800 DST UST UST | UST UST UST | DST  UST

1500 DST DST UST | DST DST UST | DST  UST

9



largest influencing factor on shadowed neutron yield, aside
from proximity to the secondary target, is beam and sec-
ondary fragment penetrability through the upstream tar-
get. The beam’s stopping location for every combination
of projectile and target is shown in Table 3, generated
with calculations using the Bethe formula for stopping
power [26], where UST denotes the beam stopping in the
upstream target, DST denotes the beam penetrating the
upstream target but stopping in the downstream target,
and DMP denotes the beam penetrating both targets and
stopping in the beam dump further downstream.

The primary upstream target is the first major produc-
tion location of secondary particles and, depending on the
beam and target combination, can be the largest source of
secondaries in the room. Any surviving primary beam par-
ticles and fast-moving and forward-peaked projectile frag-
ments can penetrate the remainder of the primary target
if they possess enough energy and then go on to undergo
reactions in the secondary downstream target, producing
more neutrons there. Additionally, secondary particles
produced in the primary target that escape but are not
directly bound for a detector or the secondary target can
travel throughout the experiment room, scattering or pos-
sibly resulting in additional nuclear reactions, and serve
as another source of shadowed neutrons. The relevance of
each of these production areas is dependent on the penetra-
bility of the beam in each target configuration. For exam-
ple, beam ions that stop in the upstream target and whose
secondary fragments are also likely to stop there will not
result in many neutrons produced in the secondary target
since only neutrons—and perhaps very fast light-charged
secondaries—will reach the downstream target.

Because the shadowed neutron yield spectra are not
normalized for solid angle, detectors nearest to the source
of production will have the largest total integrated yields.
Figure 14 shows a representative example system where
neutron yield directly scales with each detector’s proxim-
ity to the secondary target, noting that the 10° detec-
tor placed closest to the secondary target sees the highest
yields. In cases with the least penetrating beams incident
upon the most stopping targets, the influence of room-
scattered neutrons around the primary target on the de-
tectors closest to it causes the gaps between these spectra
to diminish, though the 10° detector still sees the most
neutrons in those cases.

Due to the 10° detector typically having the best statis-
tics and being most influenced by the secondary target, the
trends of the yields on beam and target combinations are
investigated with data acquired at that angle. The trends
to be discussed are the same for the 30° and 45° detectors
as well.

The relationship between beam mass and shadowed
neutron yield is a function of both the beam mass and its
penetrability. While heavier projectiles have larger total
reaction cross sections than lighter projectiles at the same
kinetic energy per nucleon on a given target, thus produc-
ing more neutrons, the heavier beams and their secondary
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Figure 14: Shadowed neutrons detected at each detector angle from
all 800 MeV/n He projectiles incident on the 20 g/cm? AIPE
upstream target followed by the 60 g/cm? HDPE downstream

target.

fragments have, in many cases, insufficient range to pene-
trate the primary target and reach the secondary target.
This interplay of mass and penetrability is highlighted in
Figure 15 where 400 MeV/n projectiles of each species
were accelerated into the 20 g/cm? AIPE hybrid primary
target followed by the 60 g/cm? HDPE secondary target;
in this case, the increased neutron production with increas-
ing mass is roughly counterbalanced by decreased penetra-
bility for the four heaviest projectiles. However, when each
species has enough energy to penetrate the primary target,
the expected trend of neutron yield scaling with projectile
mass is seen, as shown in Figure 16, which shows the same
example but with projectiles at 1500 MeV /n instead.
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Figure 15: Shadowed neutrons detected at 10° from all 400 MeV /n
projectile species incident on the 20 g/cm? AIPE upstream target
followed by the 60 g/cm? HDPE downstream target.
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Figure 16: Shadowed neutrons detected at 10° from all 1500
MeV /n projectile species (2500 MeV H) incident on the 20 g/cm?
AIPE upstream target followed by the 60 g/cm? HDPE
downstream target.



Figures 15 and 16 illustrate that shadowed neutron
yield also scales strongly with beam energy since higher
beam energies result in more particles (beam ions and sec-
ondary fragments) striking the downstream target, result-
ing in more secondary neutrons. Figure 17 shows an addi-
tional example of this trend with carbon projectiles of each
energy incident upon the thinnest and thickest aluminum
primary target followed by the 60 g/cm? Al secondary tar-

get.
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Figure 17: Shadowed neutrons detected at 10° from C projectiles
incident on the 20 g/cm? and 60 g/cm? Al upstream targets
followed by the 60 g/cm? Al downstream target.

Clear systematic trends are also present regarding choice
of target material. As shown in Figure 18 for 800 MeV /n
He projectiles incident upon the extreme thicknesses of
each primary target material followed by their respective
downstream targets, aluminum targets clearly result in
the highest neutron yields while the hybrid AIPE primary
targets followed by HDPE secondary targets typically re-
sulted in the lowest neutron yields. The much higher aver-
age mass of the target nuclei in aluminum versus polyethy-
lene, thus greater target fragment evaporation source term,
and easier penetrability (both for charged particles as well
as neutrons) are responsible for why aluminum targets
result in the highest neutron yields. However, the ex-
planation for the hybrid AIPE upstream targets resulting
in lower yields than the pure HDPE upstream targets of
the same mass thicknesses, both followed by the same 60
g/cm? HDPE secondary target, is slightly more compli-
cated.
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Figure 18: Shadowed neutrons detected at 10° from 800 MeV/n He
projectiles incident on the 20 g/cm? and 60 g/cm? thicknesses of
each upstream target material composition followed by their
respective 60 g/cm? downstream targets, composed of Al for Al
upstream targets and HDPE for HDPE and AIPE upstream targets.

The number of reactions X occurring is proportional
to the product of the thickness of material traversed ¢ and
macroscopic cross section X, where ¥ is the product of the
atomic number density /N and microscopic cross section o.
The linearity of this proportionality is dependent on the
material thickness involved, but it remains that the total
number of reactions occurring increases as target thickness
increases even after the relationship is no longer approxi-
mately linear. Since nuclear collisions are the reactions of
concern here, as a simplification ¢ can be related to the
geometric cross section, which is proportional to square of
the collision radius R. R is the sum of the target and pro-
jectile radii which are each proportional to the cube root of
the nuclear volumes, which in turn are closely proportional
to their masses, Ap and Ap. These proportionalities relat-
ing cross section to mass numbers are shown in Equation

6.

(6)

The mass thickness, the quantity held constant for each
target material, is the product of the thickness ¢ and den-
sity p of the target material. The density is equal to N
times the molar mass M,, 1 (which is proportional to the
target’s atomic mass Ar) divided by Avogadro’s number

2
S =0oN o RN o (41 + a°) N



A,. This proportionality is shown in Equation 7.

p:NMm’T/Av O(NAT (7)

Using Equations 6 and 7, Equation 8 is derived to show
how the number of reactions X in a constant mass thick-
ness tp of target material trends with the projectile mass
Ap and target mass Arp.

_« (tp) 13 41/3)2 (tp)
XaNt=3 x (4 + ay*) N AT
2
(A}D/3+A1T/3)
)
T

The ratios of X/(tp), values proportional to the num-
ber of reactions per unit mass thickness of material, are
shown in Table 4 for the projectiles and target elements of
this experiment. From the values given in the table, it is
apparent that for a given mass thickness of material that
the hydrogenous polyethylene results in more nuclear reac-
tions than aluminum. Thus, one could conclude that the
particle flux leaving a primary hybrid target is less frag-
mented, and thus has fewer neutrons, than the particle
flux leaving a pure HDPE target at the same mass thick-
ness. Due to its high hydrogen content and carbon’s lower
atomic mass than aluminum, a more significant propor-
tion of the shadowed neutrons detected from the HDPE
secondary target are from neutron scattering as opposed
to target fragment evaporation (relative to that of the alu-
minum secondary target). It follows that the incident
particle flux with the greater number of neutrons would
then result in more neutrons being backscattered toward
a detector, thus, accounting for higher shadowed neutron
yields from the systems with pure HDPE primary targets
relative to those with the hybrid AIPE targets.

Table 4: X/(tp) (arbitrary units) for the various projectile/target
element combinations.

Projectile
Target | 'H “He '2C 28Si 56Fe
'H 4.0 6.7 108 16.3 233
2¢ 109 13 17 24 3.1
2TA1 |06 0.8 1.0 13 1.7

While target material choice is typically more impact-
ful on shadowed neutron yield than the primary target’s
thickness, the significance of primary target thickness is
also largely dependent on beam penetrability. The less
penetrating the beam is, the more significant the role of
upstream target thickness is on the total shadowed neu-
tron yield. Figure 19 shows two systems near opposite
extremes of beam penetrability where the yields from the
completely penetrating 1500 MeV /n He beam are primar-
ily dependent on material, whereas the yields from the 400
MeV /n Si beam (which is stopped by all upstream targets)
are dependent on both target material and thickness.
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Figure 19: Shadowed neutrons detected at 10° from 1500 MeV /n
He and 400 MeV /n Si projectiles incident on the three thicknesses
of each pure upstream target material followed by the 60 g/cm2
downstream target of the same material.

5. Conclusions

The development and implementation of a deconvo-
lution methodology was presented for characterizing the
neutrons produced in the secondary target of a dual-target
experiment that could not be characterized using standard
time-of-flight techniques. The deconvolution process in-
volved Tikhonov regularization followed by L-curve anal-
ysis with curvature calculations to determine the optimal
level of regularization in a scalable and automated fashion.
This methodology relied on response matrices generated
with the SCINFUL-QMD code for the organic liquid scin-
tillators used in the experiment along with the measured
pulse height spectra to be converted to neutron energy
spectra.

To validate the deconvolution methodology, it was also
applied to neutrons produced in the primary target that
were previously analyzed with time-of-flight techniques.
Comparing the two upstream target neutron yields derived
from the time-of-flight and deconvolution methodologies
proved that the deconvolution methodology produced ac-
curate results as long as the spectra to be characterized
were almost completely contained in the energy range of
the response matrix used. Due to the physics involved
in the production and traversal of neutrons reaching the
detectors being concealed by shadow bars, the energies of



those neutrons were contained within the response matrix,
validating usage of the deconvolution methodology.

A benchmark dataset of secondary target-produced and
room-scattered neutron yield spectra was formed. Due to
not having a well-defined production point though, these
results could not be normalized to solid angle. Still, this
dataset is useful for exploring performance of transport
simulations at reproducing these experimental results, find-
ing potential areas of improvement for the transport codes;
this detailed comparison of experimental and Monte Carlo
simulated results will be the subject of future work. Shad-
owed neutron yields scaled with proximity to the secondary
target and beam energy. For very penetrating beams, neu-
tron yields also scaled with projectile mass, and, for not
very penetrating beams, neutron yields notably scaled in-
versely with the primary target’s thickness. Aluminum
targets resulted in the highest neutron yields, and the hy-
brid AlI+HDPE primary targets followed by pure HDPE
secondary targets resulted in the lowest secondary neutron
yields. This, along with the similar findings of upstream
target neutron yields often being minimized with the hy-
brid AI+HDPE targets too [6], indicates that, for space-
craft shielding applications, configurations resembling the
hybrid targets of this experiment could better minimize
neutron radiation risk to astronauts than pure aluminum
or polyethylene shields.

The repository containing all of the experimental re-
sults is available at the Mendeley Data repository linked
in Reference 27. Additionally, an online tool developed by
the author, called SHAEDIT [28], is available at https:
//github.com/Lindt8/SHAEDIT and can be used for plot-
ting any of the experimental data; this utility was used
to generate all of the plots presented in Section 4 of this
work.
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Appendix A. Formation of the curvature equation

A circle can be fit to any three distinct and non-collinear
Cartesian points I, G, and H with coordinates of (z1,y1),
(x2,y2), and (z3,ys3), respectively. Non-collinearity can be
proven in a variety of ways, though proving that the trian-
gle formed by these three points (Figure A.1) has nonzero
area is convenient here since the area will be a useful quan-
tity later.

G,

F
g H

Figure A.1: Triangle formed by triplet of points to be fit with a
circle.

The Shoelace formula (also known as Gauss’s area, for-
mula) can be employed for the n = 3 case (where n is the
polygon’s number of sides) to find the area of the trian-
gle as shown in Equation A.1; note that x,4; and y,11
are equal to 1 and y;, respectively. This result can be
negative depending on the ordering of the points, so the
absolute value in the last step has been added to prevent
this.

3
1 Ti X
A _ = [ i+1
22 Yi  Yiy1
=1
fl Ty 902+»T2 xs3 I3 I1
2\|y1 Y2 Y2 Y3 Ys N
1
=35 (T1y2 — Toy1 + T2Y3 — T3Y2 + T3Y1 — T1Y3)
1
Al = Sl(z2 = 21) - (y3 = 92)) = (92 = 91) - (23 — 22)]

(A1)

The side lengths opposite the vertices F', G, and H
will be denoted by the same letters in lowercase: f, g, and
h, respectively. The circle’s radius R can be found using
Equation A.2 [29, pg.11].

_ foh

R=5 (A.2)
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These side lengths can be calculated using the Carte-
sian distance formula (Table A.5) and then inserted back
into Equation A.2 alongside the triangle’s area from Equa-
tion A.1 to obtain the radius R in terms of only the original
three points’ coordinates as shown in Equation A.3.

Table A.5: Triangle side lengths.

Segment Name Length
FG h V(e —a1)? + (y2 —91)?
GH [ as—wal (g —wo)
HF g V(1 —x3)% + (y1 — ys)?

([(w2 = 21)* + (y2 — 91)?]
(zg — 22)* + (y3 — y2)?]
[z — 23) + (1 — 93)2DY

2-[((w2 = 1) - (y3 — y2)) — (2 — v1) - (z3 — 22))]
(A3)

2
R:

The curvature x of three points is simply the inverse of
this radius and is shown in Equation A.4 [30, pp.457,458].
Note that the absolute value in the numerator can be re-
moved if differentiating between negative and positive cur-
vature is desired.

1 4A

=5 foh
2 (w2 — 1) - (Y3 — y2)) — (W2 — 1) - (w3 — 32))|
(w2 = 21)* + (y2 — 1)’
(w3 — 22)% + (y3 — y2)?]
(21 — 23)2 + (1 — y3)2)) "/

(A4)

Appendix B. Additional comparison of time-of-flight
and deconvolution-derived neutron
spectra

Supplemental comparisons of results derived from the
time-of-flight and deconvolution methodologies for neu-
trons produced in the upstream target are shown here.
Plots for all six detectors are shown for 1500 MeV /n He
incident upon the 60 g/cm? Al upstream target in Fig-
ure B.1, for 400 MeV H incident upon the 20 g/cm? Al
upstream target in Figure B.2, and for 400 MeV /n Si inci-
dent upon the 20 g/cm? HDPE upstream target in Figure
B.3.
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Figure B.1: Comparison of time-of-flight and deconvolution methods for neutrons detected at all angles for 1500 MeV /n He incident on the
60 g/cm? Al upstream target.
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Figure B.2: Comparison of time-of-flight and deconvolution methods for neutrons detected at all angles for 400 MeV H incident on the 20

g/cm2 Al upstream target.
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Figure B.3: Comparison of time-of-flight and deconvolution methods for neutrons detected at all angles for 400 MeV /n Si incident on the 20
g/cm? HDPE upstream target.
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